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Abstract In this paper, we propose a multi-view gender

classification system with a hierarchical framework using

facial images as input. The front end of the framework is a

classifier, which will properly divides the input images into

several groups. To ease the data sparsity problem in the

multi-view scenario, facial symmetry is used to reduce the

number of views. Moreover, we adopt soft assignment

when dividing the input data, which can reduce the errors

caused by the boundary effect in hard assignment. Then for

each group, we train a gender classifier, called an expert.

These experts can be any commonly used classifiers, such

as support vector machines or neural networks. In this step,

facial components instead of the whole face are used to

achieve higher robustness against variations caused by

facial alignment, illumination and occlusions. Experimen-

tal results demonstrate that our framework significantly

improves the performance.
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1 Introduction

Gender classification using facial images is widely used in

human-computer interaction, e.g., demographics and visual

surveillance. Many approaches [1–8] have been proposed

using a pipeline of feature extraction followed by classifi-

ers trained on these features and have achieved great

accuracy on various data sets.

However, there are still some problems that need to be

solved. One is the multi-view problem, where most of the

existing approaches will fail in as they focus on a frontal

view only. In this paper, we propose a framework that

decomposes the multi-view problem into several single-

view subproblems and hence reduces the complexity.

Under this framework, all the traditional feature extraction

methods and classifiers can be used. The pose is generally

decomposed into three rotations: pitch, roll, and yaw (See

Fig. 1). To simplify the problem and without loss of gen-

erality, we only consider yaw rotation in this paper. The

extension to the other two is trivial. The framework has

two layers. In the first layer, we discretize the continuous

angle space into K bins. A classifier is trained to predict

which bin the input facial image falls in. We call it the

orientation classifier. One problem of the discretization

process is the boundary effect. It is unreasonable to simply

put an image on a boundary to either side. Therefore, we

adopt soft assignment, which is to compute a probability

distribution of the estimation of the face orientations.

Moreover, we make use of the symmetrical nature of the

human face, horizontally flipping the images which face

toward the right. By doing this, the number of categories

the orientation classifier deals with is reduced to a half,

which means the training data for each category is doubled.

Then in the second layer, for each bin, we train a classifier

which specializes in gender classification of images from
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that bin. These classifiers are called gender classifiers. For

each of them, the existing methods for gender classification

can be used. In this paper, multi-resolution local Gabor

binary pattern (MLGBP) [9] is used to extract the features

followed by support vector machine (SVM) classifiers.

Another problem is face occlusion. Sunglasses, beards,

masks, and other noise may make classification difficult. Li

et al. [10] have proved that the combination of facial

components has robust performance on gender classifica-

tion. To ease this problem, we use the fusion of facial

components instead of using wholistic faces. The combi-

nation strategies we evaluated are simple arithmetic oper-

ations (sum, maximum, and product), fuzzy integral [11],

and the multiple kernel learning (MKL) feature combina-

tion method. The former two belong to the classifier

combination category and the last one is a feature inte-

gration approach.

The rest of the paper is organized as follows: Sect. 2 lists

some related work on gender classification. In Sect. 3, we

describe the main idea in the proposed hierarchical clas-

sifiers framework and implementation details. We compare

some strategies for the information integration in Sect. 5.

Experiment results are presented in Sect. 6. Some conclu-

sions and future work are outlined in Sect. 7.

2 Related work

Gender classification approaches can be divided into two

general types. One is based on geometric features. Burton

et al. [12] used the distances between points on the face as

feature vectors and linear discriminant analysis for gender

classification. Brunelli and Poggio [2] obtained 16 kinds of

lengths from different organs of the face to train a neural

network for classification. Fellous [13] used 24 kinds of

lengths for feature vectors.

The other is based on appearance which is a pixel-

based approach. Golomb et al. [1] trained a two-layer

neural network to perform gender classification on

30 9 30 pixel images. Tamura et al. [14] showed low-

resolution facial images also work well using a neural

network. Cottrell and Metcalfe [15] used the data pro-

duced by principal component analysis (PCA) as the input

of a back propagation neural network and obtained a

better result. Moghaddam and Yang [4] demonstrated that

support vector machines work much better in gender

classification than other classifiers such as classical radial

basis function (RBF) networks, ensembles of RBF net-

works, Fisher linear discriminant, and nearest neighbor.

Sun et al. [16] extracted PCA features from faces and

selected a subset of features using a genetic algorithm

(GA), then used SVMs and linear discriminant analysis

(LDA) as classifier. Jain and Huang [17] used independent

component analysis (ICA) to extract features from faces,

and adopted LDA as classifiers. Lian and Lu [6] intro-

duced local binary pattern (LBP) into the field of gender

classification. Zhang et al. [18] used LBP to extract fea-

tures from Gabor transformed data, a technique that works

more like human eyes. Kim et al. [5] applied a Gaussian

process method to gender classification. It could auto-

matically determine the hyper-parameters. Wu et al. [19],

Sun et al. [20], Baluja and Rowley [7] used the Adaboost

framework for gender classification and achieved prom-

ising accuracy. Xia et al. [9] adopted a local Gabor binary

mapping pattern method to extract face features and used

uniform LBP histograms to reduce the feature dimension.

Our previous work [8] used a fragment-based hair feature

extraction method and a PCA-based facial feature

extraction method with a fuzzy integration strategy to

combine the outputs of eyes, nose, mouth, and hair clas-

sifiers. It greatly improved classification accuracy.

To ease the multi-view problem, Toews and Arbel [21]

used relative location information of the organs to infer the

most likely positions of faces. Takimoto et al. [22] used

local information to facilitate feature extraction around the

eyes and mouth, which requires the positions of eyes and

mouth to be exactly located in advance. Lian and Lu [6]

aligned the facial images based on the position of eyes and

applied Local Binary Pattern (LBP) [23] to feature

extraction and SVM to gender classification directly. In

order to overcome the difficulty introduced by various

environments, Ji et al. [24] extracted features both from

hair and face and combined them to obtain the classifica-

tion result. Li et al. [10] compared the performance of

different combination strategies, i.e., arithmetic rules and

fuzzy integral methods and proposed a method for com-

bining clothes information to improve gender classification

accuracy. Ji and Lu introduced a pattern classifier with

confidence and applied it to gender classification [25].

Fig. 1 The pose is decomposed into three rotations: pitch, roll and

yaw
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3 Hierarchical classifiers

Gender classification algorithms on well-aligned images

perform quite well. For multi-view facial images, however,

the issue becomes much more complex. The feature space

is much larger, and designing an orientation-invariant

feature is very difficult. A commonly adopted solution is

dividing the feature space into several subspaces according

to face orientations, which decomposes the multi-view

problem into easier classification tasks on simpler

subspaces.

We adopted a two-layered structure. The first layer

includes an orientation classifier, which extracts feature

vectors from the original image and classifies it into several

categories according to its orientation. Then the task of

gender classification is passed to the next layer where we

make use of experts of gender classification for certain

orientations.

As errors in the first layer will propagate to the fol-

lowing steps, the accuracy of the orientation classification

is important for the whole problem. One source of error is

the boundary effect of hard assignment. For a face whose

orientation lies on the boundary of two categories, it is

unreasonable to simply put it into one of them. Therefore,

we estimate the confidence that one face falls in each

orientation category. After obtaining the results from the

gender classifiers in the following stage, we compute the

weighted-sum using the orientation confidence, which is

shown as follows:

Probðxi ¼ OÞ ¼
XK

k¼1

pk
i � ProbðCkðxiÞ ¼ OÞ; ð1Þ

where O 2 fmale, femaleg; pk
i is the possibility that the ith

face belongs to the kth orientation category and Cð�Þ is the

gender classifier for the kth orientation. In this paper, we

use the approach proposed by Huang and Shao [26] for

face pose classification.

4 Symmetric trick

Human faces are bilaterally symmetrical. There may be

some special characteristics on someone’s face which

could be the decisive evidence to recognize a certain per-

son. But in the area of gender classification, the special

characteristics are not so important. Thus, whether the

characteristic is on the left cheek or right would not affect

the result of gender classification. In most cases, the face

images are exactly bilaterally symmetrical. We can identify

a person in an image as a man or a women according to the

geometric measurements of the face and organs, the posi-

tion of the facial components, the style of hair, the texture

of the skin, and many other details on the face. A sym-

metric process will do no harm to the feature extraction of

all the above information. In fact, we cannot know if the

face in the following image is originally facing left or right

(See Fig. 2).

The bilateral symmetry of the human face is one reason

for us to select the yaw rotation from the three possibilities.

Because the space of the problem can be cut to a half if we

turn all the faces which face right to face left by a hori-

zontal flip. If we just take one of the other two rotations,

the flip would not work. The limitation of the facial sym-

metric trick is that we can only handle the various situa-

tions brought by the yaw rotation but not all three possible

rotations of the human face. The performance also depends

on the accuracy of the classification to tell wether the face

is turned toward left or right. Fortunately, this is an easy

task (See Sect. 6.4).

Suppose we just consider the yaw rotation of the human

face and all the faces are now facing left. The feature space

is obviously a half of the original one. As a result, the

scales of training data in the expert classifiers of the hier-

archical framework increase a lot and the number of the

classes into which the first layer is going to classify is also

reduced to a half.

5 Combination of facial component classifiers

Even in the same orientation category, the alignment of

facial components is still a problem that cannot be ignored

when using wholistic features. Thus, Takimoto et al. [22]

extracted the features around the eyes and mouth to bypass

the complexity of different facial component placements.

Motivated by psychological experiments [27] which prove

that individual facial components can indicate the gender,

we decided to use facial components rather than the whole

face. Similar to the bag-of-words framework, we discard

the spatial relationship between the components.

Fig. 2 The female in the image is originally facing right
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We adopt the active shape model (ASM) [28], a statis-

tical model of the shape of a deformable object, to get the

locations of eyes, nose, mouth, and chin, and then cut a

rectangle of facial components out of the facial image.

SVMs with probabilistic outputs [29] are trained based on

each facial component in a certain angle category (See

Fig. 3).

There are many strategies for combination of classifiers.

The strategies are mainly divided into two approaches. One

is to use the probabilistic outputs of the classifiers as input

to get the result according to some optimized rules. The

other receives the feature vectors which are the input of the

individual classifiers in the former approach and trains a

classifier with all this information. Both of them achieve

better performance than the individual classifier does.

Here, we mainly evaluate the following three approaches.

Simple arithmetic rules and fuzzy integral method are the

former while multiple kernel learning presents the later.

5.1 Simple arithmetic combination

The following sum, maximum, and product rules are the

simplest computationally efficient rules for combination.

(C indicates the result of certain classifier and O means the

label which is male or female):

Probsumðxi ¼ OÞ ¼
XT

t¼1

Ctðxi;OÞ ð2Þ

Probmaxðxi ¼ OÞ ¼ maxfC1ðxi;OÞ; . . .; CTðxi;OÞg ð3Þ

Probprodðxi ¼ OÞ ¼
YT

t¼1

Ctðxi;OÞ: ð4Þ

5.2 Fuzzy integral

The disadvantage of the above simple arithmetic combi-

nation rules is that they assume that all the component

classifiers are mutually independent. However, the rela-

tionship between classifiers may be a positive or negative

correlation. Sugeno [11] introduced the concept of fuzzy

integral, which has become increasingly popular for multi-

attribute classification. A general fuzzy measure is defined

as follows:

Definition 1 A fuzzy measure l defined on X ¼
fx1; x2; . . .; xng is a set function l: PðXÞ ! ½0; 1� (P(X)

indicates the power set of X) satisfying:

(1) lð£Þ ¼ 0; lðXÞ ¼ 1;

(2) A � B) lðAÞ6 lðBÞ

The fuzzy measure we adopt in this paper is the Choquet

integral [30].

Definition 2 Let l be a fuzzy measure on X. The discrete

Choquet integral of a function f : X ! Rþ with respect

to l is defined by

Clðf ðx1Þ; . . .; f ðxnÞÞ,
Xn

i¼1

ðf ðxiÞ � f ðxi�1ÞÞlðSiÞ; ð5Þ

where i indicates that the indices have been permuted so that

0 ¼ f ðx0Þ� f ðx1Þ� � � � � f ðxnÞ� 1 and SðiÞ,fxi; . . .; xng.

In our previous work [8], we used a fragment-based hair

feature extraction method and a PCA-based facial feature

extraction method with a fuzzy integration strategy to

combine the outputs of eyes, nose, mouth, and hair clas-

sifiers. It greatly improved classification accuracy.

5.3 Multiple kernel learning

The two strategies above belong to the classifier combination

method, that is, the final decision is made upon the integration

of several individual classifiers. Each component classifier is

trained to be at the local minimal position but not the minimal

position of the composite one. Multiple kernel learning is a

representative of feature combination methods. The combi-

nation of kernel functions gets better results for some practical

requirements such as heterogeneous information and unnor-

malized data. The composite kernel is defined as follows:

KðwÞ ¼
Xn

i¼1

wiKi; wi� 0 ð6Þ

The composite kernel is a linear combination of the

component kernels. This is an easy combination of kernel

functions which is used in this article. Some validation data

are prepared for training the coefficients of the component

kernels. We use the SMO-MKL (sequential minimal

optimization-multiple kernel learning) [31] code to train

the composite model.

6 Experiment

6.1 Gender classification procedure

Here, we introduce the whole hierarchical classifier-based

gender classification system (See Fig. 4).

Fig. 3 Gender classification based on facial component combination
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Alignment is important for gender classification based

on facial images [32]. First, faces are fixed in the center of

the result pictures. Facial components are in certain places

for feature extraction after alignment. ASM is used to get

the locations of eyes and mouth, and then we cut out a

rectangle with the facial image.

The bilaterally symmetrical characteristic of the human

face is used. The images facing right are turned to face left.

Then, the images are classified according to the angle of

the faces. Images in different angle classes are taken to

their own gender classifiers. Now we have converted the

original problem to gender classifications based on facial

images of fixed angle, a well-studied problem with many

good approaches.

Gender classification processes in the different catego-

ries are similar. The facial images are re-cut, using the

information on angles which is the label of the category, in

order to put most of the face into the picture, and align the

organ positions precisely. Some information on the hair is

also taken into the images for classification. Feature

extraction is done in different categories, and the suitable

gender classification is prepared for the facial images.

6.2 Data set

To compare the performance, we select the a gender

classification problem based on multi-view facial images in

the CAS-PEAL face database [33] (See Table 1). We take

all the images labeled ‘‘PM’’ from the ‘‘POSE’’ section. We

partition the data to assure that images of a person only

appear in either the training or the test set. The total 7273

different-pose facial images are organized into 11 groups.

The distributions of training and test data are shown in

Table 1.

6.3 Implementation

The images in the data set are at many different angles. We

want to use this prior knowledge to separate them into

categories. However, as we have pointed out, too many

categories will introduce complexity into the division

problem. Therefore, some of the images at different angles

must be put into the same category. We use the symmetric

property of the human face to reduce the total number of

angles from 11 to 6. For example, PM ? 30 and PM - 30

combine to be PM ± 30, and PM ? 45 and PM - 45

become PM ± 45.

The division illustrated in Fig. 5(a) looks quite natural.

Given such a division, neither of the two corresponding

classifiers would be able to solve the angle between the two

regions. As a result, a classification error in the first layer

probably leads to erroneous answers in the second layer,

especially near the division of the two neighboring regions.

Fig. 4 The gender classification process using hierarchical classifiers

structure

Table 1 Description of training and test data selected from the CAS-PEAL face database

Data set Description Total Male Female Training Test male Test female Test total

CAS-PEAL PM - 67 101 79 22 11*2 67 11 79

PM - 45 1,039 595 444 306*2 289 138 427

PM - 30 938 516 422 295*2 221 127 348

PM - 22 101 79 22 11*2 67 11 79

PM - 15 938 516 422 295*2 221 127 348

PM ? 00 1,039 595 444 306*2 289 138 427

PM ? 15 938 516 422 295*2 221 127 348

PM ? 22 101 79 22 11*2 67 11 79

PM ? 30 938 516 422 295*2 221 127 348

PM ? 45 1,039 595 444 306*2 289 138 427

PM ? 67 101 79 22 11*2 67 11 79

Total 7,273 4,165 3,108 4,284 2,023 996 2,989
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In this paper, we use the division in Fig. 5(b). Images of

PM00 and PM ± 15 are used for training the first classifier.

Images of PM ± 15, PM ± 22, and PM ± 30 are for the

second classifier. And PM ± 30, PM ± 45, and PM ± 67

are for the third. This will also help to reduce the risk of the

accumulative error introduced by the classification error in

the first layer. Since we want to compare the performance

with and without symmetric processing, the second and

third angle categories are each broken into two parts which

are positive ones and negative ones when symmetric pro-

cess is not performed. At that time, we have five angle

categories. For example, the second angle category is

broken like this: PM ? 15, PM ? 22, and PM ? 30 for

one part, PM - 15, PM - 22, and PM - 30 for another.

Facial components are cut up according to the position

labeled by ASM. Each facial component is trained for an

individual model which is prepared for the combination

strategies. SVMs with probabilistic outputs [29] are used

here. Simple combination strategies (sum, maximum, and

product rule), fuzzy integral, and multiple kernel learning

are used to combine the facial component information into

the result of gender classification. As a baseline, for the

gender classifier in each angle category, we also use the

whole faces.

For feature extraction, we use multi-resolution local

Gabor binary pattern (MLGBP) to extract the features of

each facial image. The MLGBP features, which are the

input of the SVM classifiers, are derived by combining

multi-resolution analysis, Gabor characteristic, and uni-

form LBP histograms [9, 34].

The experiments also consider the performance of the

symmetric process in tough conditions. We check the fol-

lowing three different cases(See Fig. 6): (a) Gaussian

noise: add Gaussian white noise (with zero mean and 0.01

variance) to sample images. (b) occlude facial regions

randomly: four subregions of thes face are randomly

selected to be occluded with black rectangles with random

sizes (ranging from 25 9 25 pixels to 35 9 35 pixels).

(c) Occlude facial components randomly: one of eye, nose,

mouth, and chin component regions is randomly selected to

be occluded with a rectangle generated in the same.

The classifiers in this paper are SVMs with RBF kernels.

All experiments were performed on a Pentium quad-core

CPU (2.83 GHz) PC with 8 GB RAM.

6.4 Result

The effect of symmetry is shown in Table 2. The bold value

in the table shows the best performance in each small data

set. The later tables are displayed in the same style. We

make use of the symmetry of the human face to reduce the

originally 11 angles to 6 and 5 angle categories to 3 as

mentioned in Sect. 6.3. The accuracy of classifying the

facial images as facing left or right is 99.63%. Here, we

compare the overall gender classification accuracies using

the hierarchical classifiers framework. From angle classifi-

cation to the final gender classification, the overall perfor-

mance of classifiers which use facial components such as

eye, nose, mouth, and chin or the whole face for feature

extraction and combination strategies such as max, sum,

product, and fuzzy integral are compared. If an incorrect

classification result is received in the first layer of the

(a) (b)

Fig. 5 Angle region division for gender classification: a naive way, 6

angles are divided equally into three groups; b the way to get all

angles in to improve accuracy

Fig. 6 Images with Gaussian

white noise and artificial

occlusions

Table 2 Overall performance of gender classification with or without

symmetric process

Method With symmetric

process (%)

Without symmetric

process (%)

Eye 90.63 90.40

Nose 81.60 82.03

Mouth 82.80 82.23

Chin 81.57 79.76

Max 93.71 92.64

Sum 93.88 93.84

Product 94.41 94.01

Fuzzy 93.47 93.44

MKL 95.68 93.98

Face 97.89 95.65

Directly 93.34 92.31
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hierarchical classifiers framework, which means the facial

image is classified into the wrong angle category, we still

treat the image as if it is really in that category and still get

the gender classification result. ‘‘Directly‘‘ means we train

the model using all the facial images without the hierar-

chical classifiers framework. The accuracy of the whole

process including the symmetric transformation and gender

classification is better than that without the process. This

means the symmetric transformation provides the classifi-

cation with less complexity and more accuracy and does no

harm. In other methods, a symmetric process also helps in

improving performance more or less. MKL performs the

best in the overall accuracy comparison and the product rule

ranks second. In tough conditions, the symmetric process

also works in most cases which is shown in Table 3.

For the hierarchical classifiers framework, the results

show that the additional classification step does not won’t

harm the accuracy but increases it. In the experiment, we

find most of the testing data that are misclassified in the

angle classification are facial images lying near the divid-

ing line and being classified into the neighboring category.

The selected classifiers are still suitable for these images

and prepare better classification. Therefore, the accuracy of

the gender classification with symmetric process and angle

classification is close to the performance of the expert

classifiers in their fields (See Table 4). In the original

problem, we put all the images to the gender classifier

regardless of the various angles, which is mentioned as ‘‘all

angles in one model.’’ It is a really difficult problem,

revealed by the large amount of total support vectors in the

model and the low accuracy. While the expert classifiers

using angle information for the whole face get much better

results. Also, the individual models can be trained in par-

allel to save much time.

Expert classifiers which extract features only from facial

components know less information about gender and they

have worse performance than the ones knowing the whole

face(See Table 5). All the results are obtained in the cor-

responding categories in the test data set. Eyes are the

facial component that give the best performance. This

indicates that eye regions provide the most discriminative

information for gender, while others are comparatively less

useful. The experiments show the fact that facial compo-

nents actually carry the information of gender.

Then different combination strategies such as simple

arithmetic (max, sum, and product rules), fuzzy integral, and

multiple kernel learning are compared. Multiple kernel

learning, Fuzzy integral, and product rules are better in

experiments (See Table 6). Simple arithmetic strategies use

the least time to combine the results from facial component

classifiers. Multiple kernel learning has a large parameter

space to search and needs more time. Although combinations

of classifiers may lose some performance in classification,

they are able to handle tough environments including illu-

mination problem, occlusions, and some noise.

6.5 Complexity analysis

As is well-known, the time complexity of a standard SVM

QP solver is O(M3), where M denotes the number of

training samples. In our hierarchical classifiers framework,

we cut the training samples into K groups, where K is the

number of classifiers in the second layer of the structure. In

each group, the corresponding classifier only needs to deal

with its own training samples, so they can be trained in

parallel, meaning that the running time could be improved

to O M
K

� �p� �
. Even if we run the training sequentially, it will

only take O K M
K

� �p� �
. Thus, time complexity is reduced in

both situations.

Table 3 Overall performance of gender classification with noise or

occlusion

Noise Method With symmetric

process (%)

Without symmetric

process (%)

Noise Max 84.21 83.34

Sum 81.43 78.96

Product 83.87 82.10

Fuzzy 81.93 81.70

MKL 91.10 87.52

Occlusion Max 87.86 86.82

Sum 87.79 87.19

Product 89.33 88.16

Fuzzy 83.97 83.71

MKL 89.70 89.26

Organ occlusion Max 87.89 83.84

Sum 88.32 86.32

Product 88.99 86.02

Fuzzy 82.90 83.81

MKL 89.03 88.93

Table 4 Gender model training using the entire facial images in

different angle categories

Angle category Accuracy (%) Total SVs

PM00, PM ± 15 97.51 416

PM ± 15, PM ± 22, PM ± 30 98.26 423

PM ± 30, PM ± 45, PM ± 67 97.78 586

PM00, PM ± 15 96.35 361

PM ? 15, PM ? 22, PM ? 30 97.55 255

PM - 15, PM - 22, PM - 30 97.68 244

PM ? 30, PM ? 45, PM ? 67 98.71 249

PM - 30, PM - 45, PM - 67 97.42 250

All angles in one model 92.31 1,480
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During recognition, the time eater is to calculate the

kernel of test and support vectors especially in high

dimension space. So we suppose the time complexity of

SVM is O(v), where v is the number of support vectors.

The statistic shows that the sub-problems need much less

time than the original problem. Feature extraction for facial

components needs much less time than the whole face

because of the small size of the images. Models can be

trained fog each component in parallel. The combination of

the classifiers really costs just a little. So the combination

of facial components also saves time for gender

classification.

7 Conclusions and future work

We have proposed a novel framework for gender classifi-

cation based on multi-view facial images, i.e., hierarchical

classifiers. The most important advantage of our frame-

work over traditional SVM is that prior knowledge is used

to get the input image to the expert of that field who can be

easily get trained and give an answer. Combinations of

facial components are used for feature extraction instead of

the whole face in order to get robust gender classifiers. We

use the bilateral symmetry of the human face to simplify

gender classification. Experimental results show the

effectiveness of our framework and the facial symmetry

trick. Complex backgrounds will adversely affect our

feature extraction method. The future work is to handle this

difficulty.
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